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LEGAL PERSONHOOD OF ARTIFICIAL
INTELLIGENCE SYSTEMS: TO BE OR NOT TO BE?

Abstract. The purpose of the article is to examine the possibility of establishing legal personhood for
artificial intelligence systems (robots).

Research methods. The methodology of this study includes such methods of scientific research
as comprehensive system analysis, comparative legal analysis, and dialectic method. The method
of comprehensive system analysis makes it possible to examine artificial intelligence systems as complex
entities and determine the legal consequences of these systems’ operation. Comparative legal analysis
allows comparing different legal provisions and legal concepts applying to these systems. The dialectic
method is used to assess the progress of artificial intelligence systems as well as the development of legal
provisions and concepts applying to them.

Results. To a large extent, the concept of legal personhood is based on the idea that human beings
are the only intelligent entities capable of reasoning and making decisions. However, autonomous robots
are likely to become even smarter than humans due to the development of artificial intelligence. This
trend gives rise to the concept of electronic persons. For the time being, it is too early to recognize robots
as electronic persons. Nonetheless, over time, when artificial intelligence reaches the level of strong
(general) intelligence, the need for recognizing autonomous robots as electronic persons may become
apparent. Although the concept of electronic persons is controversial, it may provide some legal solutions
with regards to the redress for the damage caused by autonomous robots, conclusion and performance
of contracts as well as legal protection of intellectual property generated by artificial intelligence systems.
However, there should be restrictions of electronic persons’ rights in strategic industries and in the field
of national security and defense. It might be sensible to forbid electronic persons to buy and sell farm
land, drugs, nuclear fuel and other dangerous substances, firearms and other weapons as well as industrial
facilities designed for their production.

Conclusions. Such areas of law as intellectual property law, contract law and legislation on tort liability
will have to undergo significant changes in order to address the challenges posed by the development
of artificial intelligence. One of the ways to adjust the existing legal landscape to a new reality is based
on the idea of granting autonomous artificial intelligence systems legal personhood and turning them
into electronic persons. In the future, when autonomous smart robots reach the level of artificial general
intelligence, this concept may serve as a basis for a major legal transformation comparable to the emergence
of legal persons. At the same time, electronic persons’ rights have to be limited in the interests of protecting
natural persons, strategic industries, national security and defense. Besides, limited scope of their legal
personhood should be coupled with insurance cover as well as limited liability of those who created them.

Key words: artificial intelligence, legal personhood, electronic person, redress for the damage,
intellectual property.

1. Introduction

Nowadays artificial intelligence seems
(hereinafter — AI) to be a buzz word. And, it
is so for a good reason, as humanity is stand-
ing on the doorstep of a new technologi-
cal revolution. So far there have been some
technological revolutions, including such
important ones as the inventions of a print-
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ing press, machine-tools, and computers. Each
of these revolutions had a profound impact
on the progress of civilization. The invention
of a printing press by Johannes Gutenberg
made it possible to disseminate information on
a large scale thus contributing to the develop-
ment of science, education and enlightenment
in general. The industrial revolution and con-
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sequently the advent of an industrial society
took place after the introduction of machine-
tools in the manufacturing sector. Advances
in semi-conductor and digital technologies led
to the creation and development of computers
paving the way for information society, which is
also referred to as post-industrial society.

These days we can witness another tech-
nological revolution, namely the development
of Al technologies. These technologies are
capable of providing numerous opportunities as
well as causing a wide range of issues. Although
the full potential of AI is hard to assess
at the moment, it is already clear that sooner or
later we are going to live alongside autonomous
entities capable of thinking and making deci-
sions on their own. Therefore, sooner or later we
are going to face a serious legal issue, namely —
how should the law treat such autonomous Al
entities? Should they be regarded merely as
things or products or as natural and legal per-
sons with their rights and obligations?

In recent years these questions have been
raised and discussed in European and Amer-
ican scientific literature by such legal scholars
and practitioners as A. Bertolini, J. Delcker,
JJ. Bryson, M.E. Diamantis, T.D. Grant,
S. Chesterman, R.A. Maydanyk, N.I. May-
danyk, M.M. Velykanova, R. Free, M. Iglesias,
S. Shamuilia, and A. Anderberg. Although
the academic debate over these issues has
been going on for a while, it is still relevant as
no practical solutions to these problems seem
to have been found. Moreover, the quest for
such solutions seems to be particularly rele-
vant for Ukraine, where these issues have not
been properly examined by the legal commu-
nity. Therefore, the purpose of this study is to
examine the possibility of establishing legal
personhood for Al systems. Even though this
study may seem largely theoretical at first sight,
it is supposed to provide a scientific founda-
tion for addressing practical tasks concerning
the redress for damages caused by Al robots,
the conclusion and performance of smart con-
tracts with the participation of autonomous Al
systems as well as intellectual property rights
for assets created by such systems.

The methodology of this study includes
such methods of scientific research as com-
prehensive system analysis, comparative legal
analysis and dialectic method. The method
of comprehensive system analysis makes it pos-
sible to examine Al systems as complex entities
and determine the legal consequences of these
systems’ operation. Comparative legal analy-
sis allows to compare different legal provisions
and legal concepts applying to these systems.
The dialectic method is used to assess the pro-
gress of Al systems as well as the development

of legal provisions and concepts applying to
them.

2. Legal personhood and electronic per-
sons

The concept of legal personhood (legal
personality) is pivotal for all legal systems. It
basically comes down to questions like — what
entities can have rights and duties or what enti-
ties can take part in legal relations? Nowadays
the ascription of legal personhood is based on
the assumptions that all legal relations take
place among natural person and artificial legal
person, such as corporations (Avila Negri,
2021, p. 2). Even though legal persons are not
human entities themselves they can be regarded
as aggregations of humans. After all, corpora-
tions do not make any decisions or engage in
any activities themselves. Instead, there are
always some people acting on behalf of corpora-
tions. Hence, in one way or another the modern
concept of legal personhood (legal personality)
hinges on the human origin of rights and duties.
To a large extent this is due to the fact that until
recently a human being has been the only entity
capable of logical reasoning and making deci-
sions, which is absolutely essential for exercis-
ing rights and performing duties.

However, due to the advances in Al technol-
ogies the situation is about to change. Although
we still live in times of the so-called “weak or
narrow Al”, when artificial intelligence systems
are capable of performing only certain tasks, like
playing chess, recognizing speech or translating
texts, sooner or later we are going to live side
by side with “strong or general AI”, capable
of learning and performing various intellectual
tasks at the level equal to human. Ultimately,
AT will surpass human intelligence in all possi-
ble aspects — from creativity to problem-solving
and general wisdom, reaching the level of artifi-
cial superintelligence (Padaliya, 2019). In other
words, pretty soon we are going to live along-
side entities with the level of intelligence com-
parable to ours or even higher than our own. It
basically means that human monopoly on intel-
ligence will be lost to smart machines.

In such circumstances, unsurprisingly, legis-
lators and legal scholars are starting to realize
that humans are no longer the only intelligent
creatures capable of acting and making deci-
sions on their own. As a result, in recent years
there have been attempts to assess the implica-
tions of Al for civil law. In 2017 a very signifi-
cant step in this area was taken by the European
Parliament in its Resolution with recommen-
dations to the Commission on Civil Law Rules
on Robotics, suggesting to consider the impli-
cations of all possible legal solutions regarding
smart robots, including the possibility of creat-
ing a specific legal status for robots in the long
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run, so that at least the most sophisticated
autonomous robots could be established as hav-
ing the status of electronic persons responsible
for making good any damage they may cause,
and possibly applying electronic personality to
cases where robots make autonomous decisions
or otherwise interact with third parties inde-
pendently (European Parliament, 2017). This
report stirred a lively debate on whether or not
it would be worthwhile to establish the legal
personhood (legal personality) of smart robots
powered by Al

The standpoint of those in favor of grant-
ing autonomous robots legal personhood is
well exemplified by the statement of a Milan-
based corporate lawyer Stefania Lucchetti,
who said: “In a scenario where an algorithm can
take autonomous decision, then who should be
responsible for these decisions?” According to
her the current model, in which either the man-
ufacturer, the owner, or both are liable, would
become defunct in an age of fully autonomous
robots, and the EU should give robots some
sort of legal personality “like companies have”
(Delcker, 2018).

An important practical reason for giving
Al systems some sort of legal personhood is
the need to ensure proper compensation of dam-
age caused by such systems. The thing is that
modern Al systems are very complex. Their cre-
ation and operation involve a lot of participants
such as software developers, manufactures,
owners, operators etc., making it quite difficult
for a victim to sue the right person for damages.
As a result, it becomes increasingly difficult for
a victim to get compensation. So, among many
reasons for granting autonomous robots legal
personhood the need to identify a single entry
point for litigation, as it is described in Arti-
ficial Intelligence and Civil Liability Report
(Bertolini, 2020), appears to be noteworthy. In
light of this practical necessity the idea of smart
robots becoming electronic persons does not
seem improbable.

At the same time, there are many opponents
of turning robots into electronic persons. In
a letter to the European Commission, 156 arti-
ficial intelligence experts hailing from 14 Euro-
pean countries, including computer scientists,
law professors and CEOs, warn that granting
robots legal personhood would be “inappro-
priate” from a “legal and ethical perspective”.
According to Nathalie Navejans, a French law
professor, who was the driving force behind
the letter: “<..> by adopting legal personhood,
we are going to erase the responsibility of man-
ufacturers” (Delcker, 2018). This view is shared
by other legal scholars. In particular, J.J. Bry-
son, M.E. Diamantis, T.D. Grant claim that
although it is completely possible to declare “a
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machine a legal person <..>, an electronic per-
son by contrast might prove to be a legal black
hole, an entity that absorbs a human actor’s
legal responsibilities and from which no glint
of accountability is seen”. Unfortunately, there
is no question that such a readily-manufactur-
able legal lacuna would be exploited as a mech-
anism for avoiding and displacing legal liabili-
ties and obligations (Bryson, Diamantis, Grant,
2017, p. 289).

Besides, the opposition to the idea of grant-
ing AI systems legal personality has a moral
argument. The attribution of legal personhood
(legal personality) to humans and human com-
munities (corporations, organizations) has a lot
to do with the fact that law in general has a moral
foundation and therefore rights and duties are
the reflection of moral values. Since human
being is the only entity capable of distinguish-
ing between good and evil, right and wrong,
justice and injustice it is natural that the capac-
ity to have rights and duties and take part in
legal relations (legal personhood) is attributed
to individual humans and human communities
(corporations, organizations etc.).

However, we cannot rule out the possibility
that in the future thanks to machine learning
Al systems may become capable of perceiving
moral values. Even more so, what if autono-
mous robots learn to stick to moral values bet-
ter than humans do? After all, unlike human
beings, robots are not prone to corruption
and other forms of moral degradation. Thus,
despite the fact that today this moral criterion
is still quite valid it is not clear if it will stand
the test of time.

As we can see there are arguments both
for and against granting legal personhood to
robots. However, for the time being it seems
that it is too early to recognize robots as elec-
tronic persons, although there are no technical
obstacles for that. After all, a legal person is
also an artificial legal character. Nonetheless,
over time when Al reaches the level of strong
(general) intelligence the need for recogniz-
ing autonomous robots as electronic persons
(granting them legal personhood) may become
apparent. In this regard it is also possible
to agree with O.V. Kokhanovska, who says
that, “it is necessary to “make haste slowly”,
bearing in mind that the legal consolidation
of processes occurring in society in the devel-
opment of information society should be based
on well-being of people as the highest virtue”
(Kokhanovska, 2020, p. 159). Thus, in any case
the recognition of electronic persons must ulti-
mately depend on the interests of people.

Another important question regarding
the legal personhood (legal personality) of Al
systems is what kind of rights and duties should
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be given to such electronic persons? In this
respect the closest analogy that can be used is
that of a legal person. As S. Chesterman points
out, in the case of corporations, personality typ-
ically means the capacity to sue and be sued,
to enter into contracts, to incur debt, to own
property, and to be convicted of crimes. On
the rights side, the extent to which corpora-
tions enjoy constitutional protections compara-
ble to natural persons is the subject of ongoing
debate (Chesterman, 2020, p. 825). Overall, this
approach appears to be acceptable to autono-
mous Al systems subject to further delibera-
tions on the redress for damages, contractual
relations and intellectual property rights.

3. Redress for the damage caused by Al

Among numerous concerns arising in con-
nection with the emergence of Al the issue
of redressing the damage caused by AI sys-
tems appears to be a very significant one. As
it has already been mentioned the main prob-
lem in this regard is to identify a person liable
for the damage caused by an autonomous Al
system.

At first sight everything seems pretty clear
from a legal perspective. Since there are no spe-
cific rules on redressing the damage caused by
Al systems it may seem appropriate to apply
tort liability rules on the compensation of dam-
age caused by a source of increased danger.
In accordance with article 1187 of the Civil
Code of Ukraine damage caused by a source
of increased danger shall be redressed by a per-
son who on a relevant legal basis (ownership,
contract, lease, etc.) is in possession of a vehi-
cle, mechanism, other object, the use, storage
or maintenance of which creates increased dan-
ger. Therefore, prima facie damage caused by
an Al system has to be redressed by the operator
of such a system.

However, as R.A. Maydanyk, N.I. Maydanyk
and M.M. Velykanova rightly point out, when
it comes to compensation for damage caused
by a source of increased danger, such damage
occurs in the case of using a certain vehicle,
mechanism, equipment, which, although they
can get out of human control, however, cannot
make autonomous decisions. A distinctive fea-
ture of Al is its ability to make decisions unas-
sisted. Therefore, this refers not only to the lack
of submission to a person’s control, but also to
the unpredictability of its actions and causing
damage (Maydanyk, Maydanyk, Velykanova,
2021, p. 156). In light of this, the application
of tort liability rules on the compensation
of damage caused by a source of increased dan-
ger to the damage caused by Al systems does
not seem quite justified.

So, what if the general rules of tort liability
are applied to the damage caused by an autono-

mous Al system? As it stems from article 1166
of the Civil Code of Ukraine, it has to be proven
that the damage is a result of a person’s fault
in order for that person to be held liable for
the damage. So, it turns out that an autono-
mous robot’s operator will only be liable for
the damage caused by the robot if the damage is
aresult of the operator’s fault. However, in most
cases the damage will result from the decisions
of an Al algorithm, rather than the decisions
of the operator. In such a case it may be the fault
of a software developer or a hardware manufac-
turer. So, the question remains open — who is
going to be held liable for the damage?

It is clear that the current civil legislation
on tort liability is not quite ready to deal with
Al'and it is clear why. The reason is that the cur-
rent legislation was adopted on the presump-
tion that only a human being is an intelligent
creature capable of reasoning and making deci-
sions. Naturally, this legislation was designed
for intelligent human beings who were in con-
trol of machines without any signs of their own
intelligence. In light of this it doesn’t seem quite
right to apply tort liability rules designed only
for intelligent human beings to situations where
intelligent things like autonomous robots are
also involved.

Considering the inconsistency of the exist-
ing civil legislation on tort liability with the cur-
rent trends in Al the European Parliament put
forward a number of ideas on how to deal with
tort liability issues involving autonomous
robots powered by Al In 2020 the European
Parliament passed a resolution with recommen-
dations to the Commission on a civil liability
regime for artificial intelligence suggesting to
differentiate civil liability of Al systems’ oper-
ators depending on the degree of risk posed
by such systems. According to this resolution
there should be strict liability for the operators
of high-risk AI-systems without the possibility
to exonerate themselves from liability by argu-
ing that they acted with due diligence or that
the harm or damage was caused by an auton-
omous activity, device or process driven by
their Al-system, whereas civil liability of other
Al-systems’ operators should be enforced
depending on their fault (fault-based liability)
(European Parliament, 2020). Clearly, the EU
is trying to work out some specific rules on tort
liability for the damage caused by Al systems
using a risk-based approach.

Tort liability should not be regarded as
the only way of providing compensation for
the damage caused by Al systems. Another
effective way of redressing the damage is insur-
ance cover. That’s why in its Resolution with
recommendations to the Commission on Civil
Law Rules on Robotics the European Parlia-
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ment suggested that it might make sense to con-
sider such legal solutions as establishing a com-
pulsory insurance scheme whereby producers
and owners of certain categories of robots would
be required to take out insurance for the damage
caused by their robots; establishing a compensa-
tion fund that would guarantee a compensation
even if the damage caused by a robot was not
covered by insurance; allowing the manufac-
turer, the programmer, the owner or the user to
benefit from limited liability if they contribute
to the compensation fund or if they jointly take
out insurance to guarantee compensation where
damage is caused by a robot (European Parlia-
ment, 2017).

Although these recommendations are cou-
pled with the idea of granting the most sophis-
ticated autonomous robots their own legal
personality (creating a specific legal status
of electronic persons), they may have a posi-
tive practical impact of their own, even with-
out apply the concept of electronic persons. On
the one hand, they may help settle the issues
of compensation thanks to a compensation
fund in cases where it is difficult of impossible
to identify a natural or legal person liable for
the damage caused by an autonomous robot. On
the other hand, insurance and the benefit of lim-
ited liability lower economic risks for the man-
ufacturers, software developers and operators
of AI systems in cases of their machines’ mal-
functioning, thus providing incentives for fur-
ther development and improvement of such
smart systems.

4. Contracts and Al systems

Al facilitates workflow in many profes-
sional areas and legal area is not an excep-
tion. It is especially evident when it comes
to dealing with contracts where Al is used
in various contract management systems.
According to Sean Heck artificial intelligence
in contract management is designed to “ena-
ble contract professionals to focus on strate-
gizing and making informed decisions with
an enhanced understanding of contract risk
and the positive and negative relationships
between data, contract language, and contract
processes... It is designed to streamline data
insertion, data extraction, data protection
measures, and risk identification tasks with
automated data entry and risk assessment
mapping. Al-powered contract management
software transforms static contract docu-
ments and contract data into dynamic build-
ing blocks that contract management profes-
sionals need for improved contract oversight,
proactive opportunity identification, and risk
mitigation” (Heck, 2021). These applications
of Al in contract management do not replace
human professionals when it comes to nego-
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tiating, concluding and performing contracts.
They merely facilitate contract workflow.

However, sooner or later we shall face a sit-
uation when autonomous Al systems will be
able to negotiate, work out contractual terms,
conclude and perform contracts with very little
or without human intervention. In such a case
it is important to ensure that the legal system
is ready to adjust to a new reality involving
autonomous robots as participants of contrac-
tual relations.

Modern contract law has been built on
the idea that only human beings or their commu-
nities (corporations or other legal persons) can
take part in contractual relations. That’s why
basic provisions of contract law reflect human
categories such as the will of a contracting party
and the expression of will. In particular, accord-
ing to article 203 of the Civil Code of Ukraine
the expression of will has to be consistent with
the will itself in order for the contract or any
other legal act to be valid. As a legal category
will has a human origin and human nature. It
cannot be attributed to a machine, even though
a machine may be fully autonomous and have
powerful AL It virtually means that the exist-
ing rules of contract law will be an obstacle for
the conclusion of valid contracts by autonomous
Al systems. It also means that when Al systems
become fully capable of entering into contracts
on their own the rules of contract law will have
to be modified in order to adjust the existing
legal framework to a new reality.

Although it is not yet clear what those rules
will be like, it is possible to assume that they may
be based on the concept of electronic person. In
that case it would make sense to establish cer-
tain restrictions of electronic persons’ contrac-
tual rights. Such restrictions could help protect
the interests of natural persons as intellectually
weaker parties to contracts. Restrictions of elec-
tronic persons’ rights might also be necessary in
strategic industries and in the field of national
security and defense. For instance, it might
be sensible to forbid electronic persons to buy
and sell farm land, drugs, nuclear fuel and other
dangerous substances, firearms and other weap-
ons as well as industrial facilities designed for
their production. Ownership of such assets by
electronic persons should also be banned.

5. Intellectual property created by Al sys-
tems

Until recently creativity has been a solely
human attribute. However, the development
AT shows that smart robots can be creative
too. In recent years we have seen numerous
examples of Al systems creating works of art
such as paintings, poems, music etc. Moreo-
ver, these systems are even used for inventing
new drugs.
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The creativity of Al systems poses serious
questions in the domain of law, first of all in
the area of intellectual property law. The most
important and the most difficult of these ques-
tions is how should the creations and inven-
tions generated by Al be protected by the law
of intellectual property?

One of the main pillars of the existing
intellectual property law is the presump-
tion that only a human being can be crea-
tive and therefore only a human being can be
an author or an inventor. Thus, all intellec-
tual property rights stem from the creative
works and inventions produced by human
authors/inventors. In Ukraine, for instance,
the requirements of human authorship/inven-
torship are enshrined in the Law of Ukraine
“On copyright and related rights” and the Law
of Ukraine “On the protection of rights to
inventions and utility models”. The same
requirements can be found in the legislation
of many other countries. In light of this crea-
tions and inventions generated by autonomous
Al systems cannot be protected by intellectual
property law. As Dr. Rachel Free points out,
“the current IP laws and systems do not offer
an answer to a situation where IP rights can-
not protect assets that are a product of auton-
omous Al It is also not sensible or practical to
continue with an approach where no one owns
the potential intangible assets created. The sit-
uation is generally the same in many countries
around the world” (Free, 2018).

In the copyright realm, certain countries,
such as the UK, South Africa, Hong Kong, India,
Ireland, and New Zealand, have set up laws that
can provide protection for computer-generated
works. This protection would be granted to
the person who set up the arrangements neces-
sary for the creation of the work (Iglesias, Sha-
muilia, Anderberg, 2021, p. 13). So, the main
idea of this approach is to identify a person
behind a computer (in our case — an artificial
intelligence system) who will ultimately benefit
from the legal protection of the assets created
by Al Although, this approach appears to be
pretty simple, it nevertheless raises some ques-
tions. In particular, there is an issue of machine
learning. An Al system can produce intellectual
property assets if it has enough data to study
and learn from. Different pieces of data or data-
sets may belong to different persons who may
be even unaware that their data are used by
a smart robot. So, the question arises whether
it’s fair that only the manufacturer or the owner
of an Al system can benefit from the legal pro-
tection of assets created by such a system. What
about the owners of data used for teaching an AT

system? Why can’t they benefit from the assets
created by an AT system?

Another issue arising in connection with
this approach is the issue of liability. When
studying various datasets and using them for its
own purposes an Al system may violate other
persons’ intellectual property rights. So, who
is going to be responsible for such violations,
taking into account the fact that these viola-
tions are the consequence of the decisions made
by an autonomous system? Would it be fair to
make a person, who set up the arrangements
necessary for the creation of a computer-gener-
ated work, liable for such violations?

As an alternative there is an option of giving
autonomous Al systems a legal status of elec-
tronic persons capable of having intellectual
property rights. In this case the author or
the inventor of intangible assets would be
an autonomous Al system itself. This approach
may turn out to be an effective solution, pro-
vided there is also an insurance cover for
the damages resulting from the intellectual
property rights violations of such an autono-
mous system as well as limited liability of those
who created this system itself.

6. Conclusions

Summing up what has been said, it is possi-
ble to make a conclusion that the development
of Al is going to bring about significant changes
in many areas, including the domain of law. Such
areas of law as intellectual property law, contract
law and legislation on tort liability will have to
undergo significant changes in order to address
the challenges posed by the development of Al
One of the ways to adjust the existing legal land-
scape to a new reality is based on the idea of grant-
ing autonomous Al systems legal personhood
and turning them into the so-called electronic
persons. Although the concept of electronic per-
son is still new and controversial it should not be
discarded as irrelevant. In the future when auton-
omous smart robots reach the level of strong (gen-
eral) Al, which is equal to human intelligence,
this concept may serve as a basis for a major legal
transformation. If the concept of electronic per-
son is ever implemented it will be one of the most
important changes in the history of law compa-
rable to the introduction of legal persons. At
the same time, if electronic persons eventually
appear on the legal horizon their interaction with
natural and legal persons has to have certain
limitations in the interests of protecting natural
persons, strategic industries, national security
and defense. That’s why the scope of their legal
personhood will have to be limited and coupled
with insurance cover as well as limited liability
of those who created them.
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ITPABOCYB’EKTHICTb CUCTEM HITYYHOTO IHTEJEKTY:
bYTH YN HE BYTI?

Auorauis. Memoro cmammi € [IOCTIKEHHs] MOKJIMBOCTI BU3HAHHS MPABOCYG'EKTHOCTI cuCTEM
HITYYHOTO iHTeneKTy (POGOTIB).

Memoou docaidxcennsn. Meroposiorisi po60TH BKJIIOYAE TaKi METOAM HAYKOBOTO JOCTI/UKEHHSI, SIK
CUCTEMHWH aHaJIi3, MOPiBHAJIBHO-TIPABOBUI aHAJI3 Ta MialeKTUIHUN MeTOA. MeTos CHCTEMHOTO aHali-
3y Jla€ 3MOTY PO3IVISIHYTU CUCTEMHU IITYYHOTO iHTeIeKTY sIK KOMIIEKCHI CYTHOCTI Ta BUSHAYUTH IIPABOBI
HaCiK] iX PyHKITioHyBaHH:. [lopiBHANIBHO-TPABOBUI aHAI3 A€ MOXKJIUBICTD TIOPIBHATH Pi3Hi TPaBO-
Bi MIOJIO’KEHHS Ta MPABOBI KOHIIETIIi1, 1[0 3aCTOCOBYIOTHCS /10 3a3HaUeHUX cucTeM. /liaTeKTHIHWIT MeTojT
BUKOPUCTOBYETHCS [UISI OIHKU PO3BUTKY CUCTEM IITYYHOTO IHTEJIEKTY, & TAKOK PO3POOJIEHHS! IIPABOBUX
0JI0KEHD 1 KOHI[ETIIiH, 1110 3aCTOCOBYIOTHCS 10 HUX.

Pesynvmamu. 3HauHO0 MIPOIO KOHIIEIIIis IPaBOCY0’€KTHOCTI Gasy€eThest Ha i€l 110 011 € €AUHNA-
MU PO3YMHUMH iCTOTAMU, 3AaTHUMU MUCJUTH Ta IpUitMaTy piteHHs. OHAK 3aBASKUA PO3BUTKY IITYY-
HOTO IHTEJIEKTY aBTOHOMHI pOOOTH PaHo Y Mi3HO CTAHYTh HABIThH PO3YMHIITMMHU 32 JTiofeil. 151 Teraentrist
HOPOIKYE KOHIIEMIIO eJIeKTPOHHNX 0ci6. [ToKu 1110 BusHaBaTH PoOOTIB €JIEKTPOHHUMU 0COOAMU 3aPaHO.
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OpHax i3 yacoM, KOJIM MITYYHUN iHTENeKT J0CSATHE PiBHS CHUJIBHOTO (3arajbHOTO) iHTETEKTY, MOXKe CTa-
TH OYEBUHOK HEOOXIHICTh BU3HAHHA aBTOHOMHUX POOOTIB eeKTPOHHMMHU 0cobaMu. X0ua KOHIIENIlist
€JIEKTPOHHUX OCi0 € CyNepeuInBO0, BOHA MOKE HA[ATH TEBHI IIPABOBI PIlIEHHS 1IO0 BiAIIKOLYBaHHS
IIKO/IY, 3a0/IiSTHOI aBTOHOMHUMHU POOOTaMH, YKIAJAHHS Ta BUKOHAHHS KOHTDPAKTIB, & TAKOK IPABOBO-
IO 3aXKCTY IHTEJIEKTYaTbHOI BJIACHOCTI, CTBOPEHOI CHCTEMAMH IITYYHOTO iHTesekTy. [IpoTte MaioTs OyTH
0OMEKEeHHsI [IPaB eJIEKTPOHHKX 0CI0 y CTPATEriyHuX raiyssx Ta y cdepi HalioHaIbHOI Ge3iexu it 060po-
Hu. MoskitBo, 6yJ10 61 po3yMHO 3a00POHUTH €JIEKTPOHHIM 0C00aM KyITyBaTH Ta IPOABATH CLIbCHKOTOC-
[O/IAPCHKI 3eMJIi, HADKOTHKH, sIIEPHE [AIMBO Ta iHIi Hebe3IeyHi pedoBMHHM, BOTHEIAIbHY Ta iHITy 36porio,
a TaKOXK [IPOMUCJIOBI 00’€KTH, TIPU3HAYEH] ISt IX BUPOOHUIITBA.

Bucnosexu. Taxi ramysi mpaBa, sIK IpaBo iHTENEKTYaIbHOI BJJACHOCTI, IOTOBipHE TIPaBo, a TAKOXK 32K0-
HOJZIAaBCTBO ITPO JETIKTHY BifIMOBIATbHICTh MOKYTh 3a3HATH CYTTEBUX 3MiH Uepe3 HeOoOXiHICTh BUPIIUTH
BUKJIMKY, [IOB’13aHi 3 PO3BUTKOM IITYYHOTO iHTe eKTy. OZHIM i3 IJISIXiB aanTalii HagBHOTO IPABOBOTO
T0JIsI 10 HOBOI PEAIBHOCTI € i/1es1 Ha/[AHHS aBTOHOMHUM CUCTEMAM IIITYYHOTO IHTEJIEKTY TPABOCY6’ EKTHOCTI
Ta TIEPETBOPEHHSI 1X Ha €JIEKTPOHHIX 0Ci6. Y MailbyTHHOMY, KOJIH aBTOHOMHI PO3yMHi POGOTH JOCATHYT
PIBHSI IITYYHOTO 3arajibHOTO IHTENEKTY, 1Sl KOHIIEIIIisl MOKE CTATH OCHOBOIO /sl MACIITAGHOI IPABOBOI
TpaHchopMartii, moAiGHOT 0 TOSABH IOPUANIHIX 0ci6. BogHouac mpaBa eJeKTPOHHUX 0Ci6 MaioTh OyTH
obMexeHi B iHTepecax 3axucty (isuuHuX 0cib, cTpaTerivHuX rajuysei, HallioHaIbHOT Ge31eKH Ta 000POHH.
KpiM toro, o6MeskeHicTb iXHbOI IIPaBOCy(’€KTHOCTI Ma€ GYTH MOE[HAHA 31 CTPAXOBUM IOKPUTTSIM, a TAKOXK
06MEsKEeHOI0 BiIMOBIaIbHICTIO THX, XTO X CTBOPHUB.

KiouoBi ciioBa: uITyyHui iHTEJIEKT, IPaBOCy( €KTHICTD, eIeKTPOHHA 0c00a, BIIIKOLYBAHHS IITKOIH,
IHTeJIeKTyasbHa BIACHICTb.
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