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EPISTEMOLOGY OF THE CONCEPT
OF “LEGAL DOCTRINE IN THE FIELD
OF ARTIFICIAL INTELLIGENCE” IN UKRAINE

Abstract. Purpose. The purpose of the article is to study the state of doctrinal consolidation of artificial
intelligence and to highlight the prospects for further development with due regard to global trends.
Results. The article addresses important issues of the legal nature and doctrinal consolidation of artificial
intelligence in Ukraine. We present the ways of defining the concept of "artificial intelligence" in various
aspects, including philosophical ones, and its active application for decades, especially in recent times, as IT
breakthrough is only oneside. Like any social relationship, the result of human activity in modern conditions
requires legal consolidation to be fully implemented. The areas of application of artificial intelligence in
Ukraine are diverse. It is impossible to imagine humanity refusing to use artificial intelligence, but in
addition to its development, improvement, and implementation, it requires doctrinal consolidation. As
of today, Ukraine does not officially recognise the concept of "artificial intelligence”, the scope and limits
of artificial intelligence, or the status of entities related to artificial intelligence at the legislative level. As
for the actors, they may be the developers of the programme, the owners of the programme, or the users
of such a programme. A separate question arises as to the liability of the machines themselves, which are
carriers of artificial intelligence, and the final determination of the limits and specifics of legal liability. Since
Ukraine has been actively conducting research in the field of artificial intelligence in recent years, using
various software programmes, but legally we can refer to only a branch of intellectual property, including
the product, that is, a computer programme, as a carrier of artificial intelligence. This gap in the legislation
is currently being filled by analogy, following the example of the doctrinal consolidation of intellectual
property. However, these issues can only be resolved in relation to developers, owners and users of software
as carriers of artificial intelligence. Therefore, the article addresses important issues of eliminating the gap
in legislation and doctrinal consolidation of artificial intelligence in Ukraine. Conclusions. The strategy
for the development of artificial intelligence in Ukraine is aimed at developing and using artificial
intelligence provided that the rule of law, fundamental human rights and freedoms, and democratic values
are respected, and the implementation of these values should be ensured by appropriate guarantees,
including the possibility of unimpeded human intervention in the functioning of the artificial intelligence
system. The protection of human rights and freedoms involves ensuring the right to work and providing
citizens with the opportunity to acquire knowledge and skills to successfully adapt to the digital economy.

Key words: artificial intelligence, artificial intelligence system, actors of the legal process, intellectual
property, copyright.

1. Introduction

The active introduction of artificial intel-
ligence into human life necessitates the regu-
latory framework for this branch. The doctri-
nal basis for the use of artificial intelligence in
Ukraine is absent and the application of legal
provisions by analogy with intellectual prop-
erty and copyright law cannot fully replace
the regulatory framework for artificial intel-
ligence. The branch of artificial intelligence
goes beyond the usual regulatory framework,
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both in terms of the subject matter and actors.
Therefore, today the issue of doctrinal con-
solidation of the concept of "artificial intelli-
gence" and the scope of artificial intelligence is
quite acute and requires significant attention
and practical implementation.

Some issues related to the doctri-
nal consolidation of artificial intelligence
were covered in the works by: V.H. Andro-
shchuk, TH. Katkova, Yu.V. Kryvytskyi,
Ye.O. Kuptsova, Ye.O. Michurin, O.E. Radutnyji,
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S.K. Ramazanov, A.I. Shevchenko, and others.
However, as we have noted, the problem of leg-
islative consolidation of artificial intelligence
in Ukraine is quite acute and requires careful
research for practical application.

The purpose of the article is to study the state
of doctrinal consolidation of artificial intelli-
gence and to highlight the prospects for further
development with due regard to global trends.

2. General principles of artificial intelli-
gence existence

We agree with the authors on the prospects
for the development of science in the near future
in the IT sector and specifically the use of artifi-
cialintelligence. For example, the authors under-
line that the definition of the initial fundamen-
tal parameters of order and their prospects in
the global world, the concepts and principles
of creating an artificial intelligence system, its
structure and important aspects and principles
of the development of future science and tech-
nology in the field of analysis and synthesis
based on synergistic approaches, innovative,
information, convergent technologies, consid-
ering the design of future viable, safe and sus-
tainable development in the context of industry
and society. The main scientific and technologi-
cal factorin the 21st century will be the develop-
ment of artificial intelligence, nanotechnology,
bio-, media-, cognitive and socio-humanitarian
technologies. More specifically, it is the mod-
ern development of innovative technologies.
Therefore, it should be noted that the principles
of intellectualisation, integration, convergence,
co-evolution, and socio-humanitarian tech-
nology should be considered. It is important
and necessary to allow for the modern principles
of designing sustainable and secure artificial
intelligence systems and to solve the problem
of harmonisation between the two worlds: real
and virtual, especially when they are hybridised.
Our near future is a hybrid non-linear world.
Today, we need important intelligent informa-
tion and innovation technologies and systems,
in particular, artificial intelligence systems
and technologies (Ramazanov, Shevchenko,
Kuptsova, 2020).

From a practical point of view, artificial
intelligence can be defined as a software prod-
uct that receives a specific request, collects
and processes data, and then produces a ready-
made solution. Such a solution is often per-
ceived as the result of a programme’s work that
demonstrates intelligent behaviour and works
in a manner similar to human thinking. Since
artificial intelligence is a software product
similar to a computer programme, the regula-
tory framework for artificial intelligence can
be applied by analogy to the regulatory frame-
work for a computer programme. Currently, in
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Ukraine, the regulatory framework for a com-
puter programme is equated to a literary work
(Klian, 2022).

In his study, Yu. Kryvytskyi considers
the controversial issues of legal aspects of arti-
ficial intelligence and argues that the spread
of artificial intelligence technologies in the mod-
ern world is gaining momentum. Soon enough,
people will not be able to imagine life without
artificial intelligence systems, which are likely
to become the largest innovative project in
the history of human civilisation. Currently,
there is no unified approach to understanding
the nature of artificial intelligence in the tech-
nical sector, which leads to some uncertainty
in the legal, social, moral and ethical sectors.
There is a discussion between different groups
of experts in law on the legal aspects of the ben-
efits, advantages, threats and risks of artificial
intelligence development; possible recognition
of the legal personality of artificial intelligence
robots; the need to develop new mechanisms
for legal liability and compensation for dam-
age in the context of artificial intelligence.
Obviously, it is difficult or almost impossible to
stop the development of artificial intelligence
(Kryvytskyi, 2020).

Indeed, we can agree with the author's
discussion of the threats and benefits of artifi-
cial intelligence development. In our previous
works, we have considered such risks and bene-
fits. The benefits are obvious, and humanity will
not be able to refuse the advantages of artificial
intelligence. Risks, of course, can also arise,
as well as threats. However, in human activ-
ities the risks of using familiar objects (with-
out the use of artificial intelligence) also arise
constantly and doctrinal consolidation of any
human activity gives a sense of protection in
the event of such risks, for example: compensa-
tion for damages in case of violation of rights.
The same principle should be taken as a basis
for the application of artificial intelligence. The
idea of legal personality of robots with artificial
intelligence seems to be interesting, quite logi-
cal and is actively considered in other countries.

In the era of the global redistribution
of everything, the need to improve the entire
legal doctrine and its individual aspects related
to robotics and automation, the Internet
of Everything, the Internet of microorganisms,
artificial intelligence, Big Data, cloud computing,
3D and 4D printing, digital human, bioengineer-
ing, genetic engineering, nanotechnology, high-
tech implants, RFID tattoos, new substances
and materials, quantum technology, etc. becomes
a priority for experts in law (Radutnyi, 2021).

According to Yu. Kryvytskyi, the creation,
implementation and use of artificial intelli-
gence should be prioritised, be socially ori-
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ented and meet the interests of human secu-
rity, preservation of personal space, freedom
and self-awareness. Moreover, artificial intel-
ligence systems should be developed and used
only consistent with the rule of law, funda-
mental human and civil rights and freedoms,
democratic values, and appropriate safeguards
in the implementation of such technologies.
In recent years, examples of the implementa-
tion of artificial intelligence systems in various
fields and segments of social activity have been
emerging at an intensive pace, with mostly pos-
itive results. The fundamental and undeniable
advantage of artificial intelligence technologies
is that decisions are made and implemented in
real time based on the collection and processing
of a huge amount of data; identification of all
actors and objects involved in the processes;
and the use of special mathematical algorithms
and robots (Kryvytskyi, 2020).

On the contrary, O.E. Radutnyi notes that
the participants of the legal space are not actu-
ally living people, but parties to legal relations
- the intersection of social forces of different
significance, the most important thereof are
those symbolic formations that contain norma-
tive elements. One of these intersections may be
new phenomena — artificial intelligence, which
can easily overcome obstacles to its recognition
as a party to legal relations, and a natural person
whose consciousness, intelligence and person-
ality are transferred to a digital medium. Mod-
ern legal science should differ from religion in
the following ways: 1) A willingness to admit
ignorance, which is based on the Latin precept
ignoramus ("we do not know") and is based on
the premise that we do not know everything
and that there are no theories or ideas beyond
reasonable criticism; 2) The desire to acquire
new knowledge; 3) Constant expansion
of opportunities; 4) The search for the elimina-
tion of contradictions" (Radutnyi, 2018).

Ukraine has not yet considered the con-
cept of artificial intelligence as a party to law
relations, although, as we can see, it is actively
used in various fields. It is necessary to con-
sider artificial intelligence from different per-
spectives, namely as a subject matter of social
relations, an object of law, a right of ownership,
and a "party"” to legal relations.

The importance of determining whether to
theoretically consider artificial intelligence as
an object or an actor arises in connection with its
participation in legal relations. Since the object
and the actor are elements of civil legal relations,
the theoretical definition of these elements
of artificial intelligence depends on whether it
(artificial intelligence) will be a party to real
legal relations or whether other actors of legal
relations will enter into transactions with it,

be granted property rights, etc. The literature
review reveals another issue, which will be dis-
cussed in more detail below, that is, the grant-
ing of certain rights to artificial intelligence.
According to some researchers, such a "digital
being" should be endowed with such rights
because of the need for humane treatment.
However, for the purposes of our discussion, it
should be noted that the mere granting of cer-
tain rights does not mean "legal personality” in
civil law. After all, by analogy, although animals
are endowed with certain rights (to respect, not
to be subjected to ill-treatment or cruelty, etc.),
they are objects of civil law (Michurin, 2020).

With regard to the practical state of the doc-
trinal position in the field of artificial intel-
ligence, T. Katkova refers to EU Resolution
2015/2103(INL), where the authors under-
stand artificial intelligence as an object. The cur-
rent legislation of Ukraine allows for the legal
framework to be established for relations arising
in connection with the use of artificial intelli-
gence, in particular, in the case of determining
the owner's liability for the actions of artificial
intelligence, and in the case of such actions
as a result of defects of the manufacturer
and programmer, through the use of the concept
of recourse. However, the legislation is not tai-
lored to such situations, which can lead to diffi-
culties in law application practice. In the future,
in order to grant legal personality to artificial
intelligence, lawmakers should answer the main
question: Do developers and users of artifi-
cial intelligence want to disclaim liability for
the actions of artificial intelligence or do devel-
opers and users want to control the functioning
of artificial intelligence? (Katkova, 2020).

3. Processing of personal data by auto-
mated systems

The state of doctrinal consolidation, as noted
above, is reduced to the analogy of the law, since
there is no clear consolidation and regulatory
framework for artificial intelligence. Thus, it is
considered within the scope of personal data
protection, copyright, and intellectual property.
Let us consider the aspects we have mentioned.

Protection  of  personal  data. One
of the options for raising a person's awareness
of the collection of data about them is the mech-
anism of differentiated consent to the processing
of personal data. With this approach, the user
can allow or prohibit the collection of certain
types of data or can pay a certain amount for
using the application, refusing to provide it
with one’s data. At first glance, this may seem
to make their situation worse, as they have to
pay for a product that was previously free, but
in fact, such a relationship recognises the value
of personal data and shapes their understand-
ing of data rights. Therefore, the developers
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of the Artificial Intelligence Regulatory Map-
ping should decide on the approach to personal
data protection: whether to use the mechanism
of informed consent or differentiated consent to
personal data processing. In addition, the Arti-
ficial Intelligence Regulatory Mapping should
define a separate area of personal data protec-
tion and medical AI, which should be developed
with the involvement of medical professionals
(Katkova, 2020).

For example, Article 1 of the Law of Ukraine
"On Protection of Personal Data " states that:
"The law regulates legal relations with respect
to the protection and processing of personal
data and is aimed at protecting the fundamen-
tal rights and freedoms of man and citizen, in
particular the right to privacy, in connection
with the processing of personal data. This Law
applies to the processing of personal data car-
ried out in whole or in part with the use of auto-
mated means, as well as to the processing of per-
sonal data contained in a file or intended to be
included in a file, with the use of non-automated
means” (Law of Ukraine On Protection of Per-
sonal Data, 2010).

Therefore, the Law provides for the process-
ing of personal data by automated systems, while
the Law does not define the extent of liability for
the disclosure of personal data, since Article 4
of the Law contains an exhaustive list of parties
to relations with respect to personal data.

These include personal data actor; personal
data owner; personal data manager; third party;
and the Ukrainian Parliament Commissioner
for Human Rights (Law of Ukraine On Protec-
tion of Personal Data, 2010).

Comparison of the concepts of "intellectual
property " and "artificial intelligence". According
to the report of the UK Intellectual Property
Office (IPO) Artificial Intelligence: A worldwide
overview of Al patents and patenting by the UK
Al sector, the number of published patent appli-
cations related to artificial intelligence has
increased by 400% over the past decade. The
number of patent applications on using arti-
ficial intelligence technology filed in the US
doubled between 2002 and 2018. WIPO has
launched a series of consultations on artificial
intelligence and intellectual property. The ques-
tion of whether artificial intelligence creations
should be protected by copyright, design rights,
patents or sui generis rights, or not protected
at all, is being discussed. There are well-known
"controversial" examples of Al inventions, such
as the unusual but effective antenna developed
in 2004 for NASA by "evolutionary” software,
and at least one issued patent has been attrib-
uted to an inventive AL US patent No. 6,847,851
issued in 2005 refers to a scheme whose inven-
tor is John Koza, although it was later revealed
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that it was developed using genetic program-
ming (Androshchuk, 2020).

Copyright and artificial intelligence. Simi-
larly, copyright is the main legal regulator in
Ukraine for software development. According to
T. Katkova, "the use of artificial intelligence in
the creation of new inventions increases the risk
of concentration of economic power in the mar-
ket by individual entities to obtain numerous
patents. E. Fraser gives examples of how com-
puter software can help or independently gen-
erate textual patent applications. For example,
Cloem is an example of a commercial service in
which a human operator uses a computer algo-
rithm to create variants of existing patent appli-
cations. The algorithm creates a large number
of permutations of the original application by
rearranging phrases and replacing terms with
alternative definitions, synonyms or antonyms"
(Katkova, 2020).

Compensation for damage caused by artificial
intelligence. The only way to ensure that deci-
sions do not systematically disadvantage mem-
bers of non-protected groups (immigrants, inter-
nally displaced persons) is to reduce the overall
accuracy of all definitions provided to the algo-
rithm. In addition, Al decision-making can have
discriminatory results if the system learns from
discriminatory, sometimes outdated, data. For
example, in 2018, Amazon.com.Inc. was accused
of creating discriminatory artificial intelligence.
The company developed a recruitment pro-
gramme that rejected women's CVs when review-
ing application forms. This was due to the fact
that artificial intelligence was "trained" by exam-
ining the resumes of hired employees for 10 years,
among which men dominated, given the general
trend of their greater number in the technology
industry (Katkova, 2020).

Cautions to be considered when developing
the Strategy for the Development of Artificial
Intelligence in Ukraine. Ukraine's existing gov-
ernment programmes and legislative docu-
ments have not fully developed a paradigmatic
vision of artificial intelligence development
that would include the following components:
a clear understanding of the purpose and scope
of technological transformation in the world;
determining Ukraine's place in the global distri-
bution of innovation production and practical
mechanisms for achieving this place. The Strat-
egy for the Development of Artificial Intelli-
gence in Ukraine should develop the existing
regulatory documents, such as the Strategy for
the Development of the Information Society
in Ukraine, the Concept for the Development
of the Artificial Intelligence Sector in Ukraine,
but allow for the constant development
of technologies and the growing responsibility
(including moral) of people who introduce arti-
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ficial intelligence technologies into public use
(Shevchenko, 2022).

4. Conclusions

Therefore, the issues of the legal doctrine
of artificial intelligence identified at the begin-
ning of our work are obvious and require more
attention. There is no regulatory framework
for artificial intelligence in Ukraine, although
the Strategy for the Development of Artificial
Intelligencein Ukraine, which we have reviewed,
is aimed at developing and using artificial intel-
ligence provided that the rule of law, fundamen-
tal human rights and freedoms, and democratic

tion thereof should be ensured by appropriate
guarantees, including the possibility of unim-
peded human intervention in the functioning
of the artificial intelligence system. The pro-
tection of human rights and freedoms involves
ensuring the right to work and providing cit-
izens with the opportunity to acquire knowl-
edge and skills to successfully adapt to the dig-
ital economy. Moreover, the doctrinal concept
of "artificial intelligence" should be defined,
the scope of liability in case of violation of law in
connection with the use of artificial intelligence
should be outlined, and the actors of regulatory

values are respected, and the implementa- framework should be identified.
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EIIICTEMOJIOTTA KOHIEITY «IIPABOBA JOKTPUHA
Y COEPIITYYHOI'O IHTEJIEKTY » B YRPAIHI

Anoranis. Mema. MeToio cTaTTi € JOCTI/UKEHHS] CTaHy JOKTPUHAIBHOTO 3aKPIIJIEHHS MITYYHOTO
IHTEIEKTY Ta BUCBITJIEHHS MEPCIIEKTHB HOTO PO3BUTKY B MaliOyTHHOMY 3 YpaxyBaHHsIM CBITOBUX TEHIEH-
1iil. Pesyasmamu. Y cTaTTi PO3IJISTHYTO BOKINBI MTUTAHHS IIPABOBOI IPUPOJIN Ta IOKTPUHAIBHOTO 3aKpi-
[JICHHSI MITYYHOTOo iHTeJeKTy B Ykpaini. HaBeseHo 11Xy BU3HAUCHHS TOHATTS «IITYYHUN THTEJIEKT>
y pi3HUX acTeKTax, 30Kpema i dimocodcbkoMy, Ta 3a3HAUEHO, M0 AKTUBHE 3ACTOCYBAHHS ITYYHOTO iHTe-
JIEKTY BIKe JI€CITKH POKIB, 0COOIMBO OCTAHHIM YacoM, sik I T-1popus € Jiuiie ogHuM i3 HuX. SIK i Gyib-ski
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CYCIIJIbHI BiITHOCHHU B PE3yJIbTaTi AiSIBHOCTI JIOAMHI B CYYaCHUX YMOBaX, e sIBUIIE TTOTPEOYE MpaBo-
BOTO 3aKpIilUIEHHsI JUIs peasiiailii B moBHOMY 00cs3i. Tajysi 3acToCyBaHHS IITYYHOTO IHTENEKTY B YKpa-
ini € pisHomManiTHUMU. HeMOKINBO yABUTH BiIMOBY JIIOACTBA BiJl BAKOPUCTAHHA IITYYHOIO iHTEJIEKTY,
OJIHaK, KPiM HOTO PO3BUTKY, YAOCKOHAJIEHHS, peaisailii, HeoOXiiHe TaKoXK TOKTPHHATIbHE 3aKPillIeHHs.
Ha cporomni B Ykpaini oiniiiHo He 3akpirnseHe Ha 3aKOHOIABUOMY PiBHI TOHATTS «IITYYHIH iHTETEKT>,
cepu Ta Mexi Horo 3actocyBaHHsi, craTyc Cy0'€KTiB, sKi I0OB'si3aHi 31 mTydHuM iHTesekrom. [umu
cyb’exTamut MOKYTh Gy TU PO3POOHUKH [IPOTPaM, BIACHUKH IIPOrPaM, KOPUCTYBAYi BI/IIIOBIIHOT IIPOrPaMu.
OxpeMe THTaHHS BUHUKAE TOZI0 BiMOBIJATBHOCTI CAMUX MAIINH, SIKi € HOCIIMU MITYJHOTO iHTENEKTY,
Ta OCTATOYHOIO BU3HAYEHHSI MEXK Ta 0COOJIUBOCTEN OPUAMYHOI BiMOBIZAILHOCTI. YKpaiHa oCTaHHIMU
POKaMH aKTHBHO IPOBOJUTD JOCJI/LKEHHS B Tasly3i MITYYHOTO IHTEJIEKTY, TPOMAJIIHU € KOPUCTYBaYaMU
PI3HUX ITPOTPaM, OJIHAK 3aKOHOJABYO MOXKEMO BH3HAUUTH Il SIBHIIE JIUIIE SK Taay3b iHTEJEKTYanbHOI
BJIACHOCTI, JI0 SIKOi i BIZIHOCATD TPOJAYKT — KOMIT'IOTEPHY 1IPOrpamy sIK HOCIil mTy4HOro inrtesnexry. 1ls
[IPOTaJINHA B 3aKOHO/IABCTBI Hapa3i 3alOBHIOETHCS 3a AHAJIOTIEIO 10 3aKOHY 3a TIPUKJIAJIOM JIOKTPHHAIb-
HOTO 3aKpiTIeHHS iHTeseKTyanpbHoi BaacHocTi. OfHAK 3a3HaveHi MUTaHHSI MOKHA BPETYJIIOBATH JIMITIE
010 PO3POOHMKIB, BJACHUKIB Ta KOPUCTYBAYiB IIPOrpaM AK HOCIIB mTyuHoro inresnexty. Tomy y craTTi
POSIJIAHYTI BaKJIMBI TUTAHHS YCYHEHHS [TPOTAJMHN B 3aKOHO/IABCTBI Ta JIOKTPUHAIBHOTO 3aKPilIeHHS
MITYIHOTO iHTETEKTY B YKpaini. Bucnoexu. CtpaTeris po3BUTKY IITYYHOTO iHTEJIEKTY B YKpaiHi HaIise-
Ha, 30KPeMa, Ha PO3POOJIEHHS Ta BUKOPUCTAHHSI IITYYHOTO IHTEIEKTY JIUIIE 32 YMOBU IOTPUMAHHS BEPXO-
BEHCTBA T1PaBa, 3aCaIHUYKX 11PaB 1 cBOOO JIOAMHI Ta IeMOKPATHYHUX I[IHHOCTE!, peasri3allist sKux Mae
3a0e311eUyBATUCS BIAMOBIIHUME FapaHTISIMU, 30KPEMa MOKJIUBICTIO OE3IEPENIKOLHOTO BTPYYaHHST JIHO/IU-
HU Y 1potiec (DYHKI[IOHYBAHHSI CUCTEMH IITYYHOTO IHTEJIEKTY. 3aXKCT [PaB i CBOOOJ JIIOANHY Tiepeabadae
3a0esreveHH s paBa Ha IPAII0 Ta HATAHHS TPOMASTHAM MOKJIMBOCTI OTPUMYBATH 3HAHHST I HAOyBaTH
HaBWYKH JIJIS YCITIITHOI a/[anTaiii 10 yMOB TG POBOI eKOHOMIKT.

Kii0uoBi cioBa: IITYYHUIl IHTEJIEKT, CHCTEMA MITYYHOTO IHTEJIEKTY, Cy0'€KTU MPABOBOIO IIPOIECY,
iHTeJIeKTyaJIbHe IIPaBO, aBTOPCHKE MTPaBO.
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