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THE FACIAL PROCESSING OF THE TICKET
HOLDERAT THE SKI RESORT IN AUSTRIA

Abstract. Purpose. The presented article explores the case analysis of the 2020 Austrian Data
Protection Authority investigation regarding the use of facial recognition technology at the ski resort
for entrance management. Research methods. The article applies the case study approach and assesses
of how the resort service is aligned with the special data technology in accordance with the General Data
Protection Regulation (GDPR) of articles 6 (1, f) and 9 (1). Results. By relying on the research results
and discussion, the authors have been confirmed that data protection standards of the European Union
must be met in the scenario of any limitation of the fundamental right to privacy. The law-abiding practice
for the lift-ticket holders’ entrance control shall be legally demanded, admire the core of the rights,
conform to the recognized interest objectives, and be necessary and proportional. Conclusions. The
examination highlights the value of privacy in the design of face processing systems, attributing this
matter to the contextual and culturally contingent nature of privacy, as well as the challenge of habilitating
privacy goals into practical visions. Accordingly, the use of facial recognition technology at the Ski Resort
is deemed justifiable, as it aligns with service level management and concedes with the lawfulness bars
outlined in GDPR Article 6 (1, f) without exceeding the bounds of Article 9 (1). Consequently, the authors
conclude that facial recognition technology can be used to verify the validity of lift ticket holders as long
as this practice does not employ special techniques that direct a unique identification.

Key words: Austrian Data Protection Authority, customer identification, photo data collection,
consent, right to privacy, personal data protection.

1. Introduction to facial recognition

In the Member States countries of the Euro-
pean Union facial data processing must follow
General Data Protection Regulation (GDPR)
criteria and standards to protect personal data.
Facial identification compares a person's facial
image with templates of other people stored in
a database, on the other hand, authentication
and verification similarity analogizes two tem-
plates of the same person. Thus, authentication
and verification are different from identification.

Again, facial identification or designation
is a technique of reaching an individual's facial
shot with templates of different people reserved
in a database to confine the identicalness
of the individual in that shot. This method is
exploited to pinpoint individuals in varied con-
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texts, largely for security and law enforcement
conditions. Facial algorithms could tag diverse
segments of the face, likewise, the length between
the eyes, the figure of the nose, and the silhouettes
of the face, to liken the facial shot with the other
database templates. At the same time, an algo-
rithm is a method, an ordered set of operations, or
a recipe and not a means to store biometric data
(EDPS and Agensia Espanola Proteccion Datos,
2020, p. 1). It means facial identification could
be done without the process of working with
a biometric data of a person concerned as long as
this function does not go beyond identification
that led to unique (biometric) data workflow
with further labelling of a person's distinctive
traits. Facial authentication is a function of sub-
stantiating that a person is who he contends to be
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by approximating his facial template of the shot
with an already comprehended template kept in
a database to inspect if his face matches a pre-ex-
isting record. This function is usually employed
in household technology for security and access
control systems, for example, unlocking a smart-
phone via facial credit or accessing home facility
via facial validation. At the same time, according
to the GDPR Recital 18, this Regulation does
not apply to the processing of personal data by
anatural person in the course of a purely personal
or household activity and thus with no connec-
tion to a professional or commercial activity.
Personal or household activities could include
correspondence and the holding of addresses,
or social networking and online activity under-
taken within the context of such activities.
However, this Regulation applies to controllers
or processors which provide the means for pro-
cessing personal data for such personal or house-
hold activities. Facial verification is a function
of analogizing two templates of the same person
to decide if they are a match. It is used to affirm
the already known identity for a broad system by
capturing a 'live image'. For example, it is prac-
ticed logging into bank accounts or inscribing
into social media profiles.

Consequently, while facial identification is
demarcating the identity of a person by compar-
ing their facial shot with templates of other peo-
ple reserved in a database, facial authentication,
and verification apply two templates of the exact
individual to decide if they are identical.

2. A face-check system for costumers
at the ski resort in Austria

According to the GDPR Article 51 (1)
each Member State shall provide for one or
more independent public authorities to be
responsible for monitoring the application
of this Regulation, in order to protect the fun-
damental rights and freedoms of natural per-
sons in relation to processing and to facilitate
the free flow of personal data within the Union
(‘supervisory authority’). Thus, the research
refers to the case analysis of the Austrian
Data Protection Authority (Datenschutzbe-
horde/ADPA) investigation that started on
07 January 2020, decided on 23 November
2020, and published on 11 April 2022 about
the entrance management solution at the Ski
Resort through the shot of costumers’ facial
data. The Ski Resort operator used a face-
check system requiring customers to take
their photos and further store for an automatic
open-door system according to the tickets pos-
session respectively. Therefore, the problem
question is how the execution of service level
agreement (SLA) aligns with the data technol-
ogy to the needs of its customers according to
the GDPR Articles 6 (1, f), 9 (1).
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The research has shown, based on the GDPR
Article 77(1) without prejudice to any other
administrative or judicial remedy, every data
subject shall have the right to lodge a complaint
with a supervisory authority, in particular in
the Member State of his or her habitual residence,
place of work or place of the alleged infringement
if the data subject considers that the processing
of personal data relating to him or her infringes
this Regulation. Notably, on 07 January 2020
the ADPA under the GDPR Article 57 (1)
started an investigation based on Robert A***'s
privacy complaint (complainant) against N***
Lift GmbH (respondent) represented by the law-
yers Dr. Rudolph I¥** & Dr. Sebastian I¥**.
The respondent, Ski Resort, is the sole operator
of the lift system on the Z***berg that checked
the validity of the lift ticket for access manage-
ment by taking a visitor's photo and a compari-
son measurement of this photo with a previously
stored reference to the photo which runs while
customer purchased a lift ticket. The consent to
take photos linked to the use of the lift ticket. In
the event of disagreement, the lift system cannot
be used. The complainant indicates an opt-in pro-
cedure analogously linked to the e-mail addresses
of the applicant respectively and breaks privacy.
The complainant used this lift from 27 Decem-
ber 2019 to 29 December 2019 and sent various
photos, screenshots, and e-mail correspondence
as enclosures.

On 06 March 2020, the respondent con-
firms a reference photo of the lift ticket holder
for access control management on the scene
equipped with a camera when first stepping
through the entry, specifically on the Turnstile
at the valley station of the Z***bergbahn I
and the valley station of the *** gondola. This
access control has a permissible form because it
is only practiced at the particular entry points
of the Z***bergbahn I. Valley station. As evi-
dent respondent, there are two access areas: one
northwest, and one east. The reference photo
is only used when a person passes through
the northwest access system, where, among
other things, appropriate stickers and informa-
tion signs additionally announce such measures.
Besides, the company informed the public about
that measure in the check area by notice and this
warning was posted on the public service home-
page. Also, it was pointed out that the capture,
storage, and processing of photo data are exclu-
sively for management-alike control purposes
to avoid improper use of the ticket card. These
data, as a rule, are based on the validity period
of a ski pass and would expire at the end of each
year when data is deleted.

It is believed that such a measure suits every
ski guest to traverse free to one of the two areas.
Besides, at the mountain station, ten other lifts
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are available as an alternative, with neither one
reference of control photo to be taken. Indeed,
there is the possibility to purchase hourly tick-
ets for which no reference photo is taken mean-
ing that the lift system use is not critically tied
to the respective data consent. Notably, a control
photo taken at the entrance is deleted within
30 minutes after passing through the turnstile.
Technically, the photo files are encrypted with
further access through the log into the system
with a password. Hence, the data control is not
automated, and based solely on the personal
information management system (PIMS).

3. The law-abiding practice for the lift-
ticket holders' entrance control

The use of facial recognition technology for
access management vision is becoming more
prevalent, and it is essential to ensure that it is
used lawfully. Observing the entry into force
of the Lisbon Treaty, the Charter of Fundamental
Rights of the European Union (CFREU) evolved
the leading relation for evaluating compliance
with fundamental rights. The Court of Justice
of the European Union (CJEU) has affirmed that
an investigation of the facts of a requirement of sec-
ondary EU law must be undertaken solely in light
of the fundamental rights guaranteed by the Char-
ter, likewise, in the case C-199/11, Otis and Oth-
ers, paragraph 47, case C-398/13 P, Inuit Tapiriit
Kanatami and Others v Commission, paragraph
46, and case C-601/15 PPU, J.N. v Staatssecre-
taris van Veiligheid en Justitie, paragraph 46. Fur-
thermore, the CFREU Article 8 (2) as well as EU
data protection law, provide for the right of access,
correction, and deletion of one's own data that are
stored (FRA, Opinions on Biometrics).

The case highlights the issues of data pro-
tection and privacy concerns when it comes to
the use of facial recognition technology. There is
alack of awareness and understanding of how to
exercise the right of access, correction, or dele-
tion of inaccurate data that are stored (FRA,
Opinions on Biometrics). The cumbersome
nature of the processes, administrative hurdles,
language barriers, and lack of specialized law-
yers also explain why few persons try to exercise
these rights (FRA, Opinions on Biometrics).
It raises questions about the level of consent
required for the use of the facial technology in
question and the transparency of data collec-
tion and processing. Societies must, therefore,
be able to control cheaters (free riders) and pre-
vent excessive status-seeking (Burk, 2021).

To be lawful, any limitation on the exer-
cise of the fundamental rights protected by
the CFREU must comply with the following
criteria, laid down in Article 52(1) (EDPS,
2017, p. 4):

— it must be provided for by law,

— it must respect the essence of the rights,

— it must genuinely meet objectives of
general interest recognized by the Union or
the need to protect the rights and freedoms of
others,

— it must be necessary, and

— it must be proportional.

The complainant's objection is justified
because he was not given a free choice to use
the territorial addenda of the respondent with-
out consenting to data processing. These find-
ings have demonstrated the assertion of the com-
plainant to obtain his consent at the first place
otherwise ticket use would be limited. Hence,
the consent to data processing did not occur
voluntarily because the use of the facilities con-
joined to consent. On the other side, according
to the GDPR Recital 40, in order for process-
ing to be lawful, personal data should be pro-
cessed on the basis of the consent of the data
subject concerned or some other legitimate
basis, laid down by law, including the neces-
sity for compliance with the legal obligation
to which the controller is subject or the neces-
sity for the performance of a contract to which
the data subject is party or in order to take steps
at the request of the data subject prior to enter-
ing into a contract. Twofold consent to the pro-
cessing of non-contractual personal data with
the conclusion of a contract is generally not vol-
untary unless there are special circumstances that
articulate its voluntariness. Since the respondent
in this case expressly does not rely on the con-
sent of those affected for the data processing in
question, these considerations can be disregarded.
Thus, the service with data collection for fur-
ther photo comparison to a reference photo
is to verify the validity of the lift ticket pos-
session and to prevent improper use of the lift
ticket is the legitimate interests provided for by
GDPR Article 6 (1, f) which is enough to eval-
uate the processing to be lawful because para 1
of the mentioned article refer to the lawfulness
assessment when ‘only if and to the extent that
at least one of the following applies’ such as stip-
ulation ‘f’ used in the case in question. Besides,
consent should not, as a rule, be the legal ground
used for facial recognition performed by pub-
lic authorities given the imbalance of powers
between the data subjects and these authorities
(CE, 2021, p. 9). For the same reason, consent
should not, as a rule, be the legal ground used
for facial recognition performed by private
entities authorized to carry out tasks similar
to those of public authorities (CE, 2021, p. 9).
At the same time, it must respect the essence
of the rights as well as the legitimate interest
shall not be 'overridden by the interests or fun-
damental rights and freedoms of the data sub-
ject which require protection of personal data’
as per GDPR Article 6 (1, f).
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In the authors’ view, the respondent shows
respect and not overridden facial technol-
ogy practice, since as stated, the data con-
cerns amount of photo shot only, it is obtaina-
ble through a password, deleted to the extent
of the processing, provide customers with PIMS
and therefore, meet the technical and organiza-
tional requirements of the GDPR Article 25 para
2 about obligation ‘to the amount of personal
data collected, the extent of their processing,
the period of their storage and their accessibility’.

Furthermore, in the view of the authors,
the photo processing measure through access
control with image comparison protects those
who are authorized. It means that the respondent
processing is based on their principal legitimate
interests under GDPR Art. 6 (1, f) and ought
to be estimated. This point of view took into
account the legitimate interests of the complain-
ant and whether they align with the respond-
ent's and third parties’ interests respectively to
the use of personal (image) data of ski lift card
users. Significantly, the complainant has a legit-
imate interest in keeping his data, specifically
his photograph. Hence, private entities shall
not deploy facial recognition technologies in
uncontrolled environments such as shopping
centers, especially to identify persons of inter-
est, for marketing purposes, or private security
purposes (CE, 2021, p. 12). On the other hand,
the respondent has a legitimate interest in
ensuring that their contractual partners behave
according to the SLA (Hosseinifard et al., 2022)
as well as the tariff conditions are overseen
by service level management (Looy, 2013) to
deter the unauthorized transfer of the ski pass.
This is particularly consequential since a day
or multi-day credentials are correspondingly
more cost-effective than hourly tickets. Hence,
the system implemented by the respondent is rea-
sonable because its guarantee the admission man-
agement and execute contractual intention.

‘Necessity' is also a data quality princi-
ple and a recurrent condition in almost all
the requirements on the lawfulness of the pro-
cessing of personal data stemming from EU data
protection secondary law (EDPS, 2017, p. 5).
For example, Article 6 (1, ¢) and 7 of Direc-
tive 95/46, Article 4 (1, ¢) and 5 of Regulation
45/2001, Article 5 (1, ¢) and 6(1) of Regula-
tion 2016/679 as well as recital (49), which
emphasizes the strict necessity test regarding
the processing of personal data to guarantee
network and information security of the sys-
tems of the controller, and Article 8(1) of Direc-
tive 2016,/680. Thus, it is proposed for a view to
the extent of whether the facial processing tech-
nique employed at the Ski Resort is prohibited for
practice in means of GDPR Article 9 (1). The
research hasshown, facial recognitionistheauto-
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matic processing of digital images containing
individuals’ faces for identification or verifica-
tion of those individuals by using face templates
(CE, 2021, p. 5). The use of facial recognition
technologies in the private sector can only take
place in controlled environments for verifica-
tion, authentication, or categorization purposes
(CE, 2021, p. 11). The context of the process-
ing of images is relevant to the determination
of the sensitive nature of the data, as not all
processing of images involves the processing
of sensitive data (CE, 2021, p. 5). Images shall
only be covered by the definition of biometric
data when they are processed through a specific
technical means that permits the unique identi-
fication or authentication of an individual (CE,
2021, p. 5.). The condition is also seen from
the Paragraph 59 of the Explanatory Report to
Convention 108+. Thus, a simple digital photo
at the Ski Resort stored for visual comparison
purposes and displayed on a screen not being
subjected to special technical processes does not
meet the definition of the processing of special
data categories according to GDPR Art. 9 (1).
Consequently, the case of a Ski Resort operator
in Austria employing facial recognition tech-
nology through photo characterization for lift
ticket access control demonstrates compliance
with the GDPR in means that the company has
not used technology to uniquely identify, other-
wise this practice would be prohibited. Instead,
company-operated photo data match that demon-
strates avoidance of specific technical recognition
and that is not banned under GDPR Article 9 (1).

Embracing a preventive approach and also
marking Articles 5 and 6 of Convention 108+,
the study tenses up to the proportionality assess-
ment based on the risk posed from the policy,
design, performance, and function of the digital
facial recognition system at the Ski Resort. A
‘risk’ is a scenario describing an event and its con-
sequences, estimated in terms of severity and like-
lihood (A29, 2017, p. 6). ‘Risk management’, on
the other hand, can be defined as the coordinated
activities to direct and control an organization
with regard to risk (A29, 2017, p. 6). In prac-
tice, this means that controllers must continu-
ously assess the risks created by their process-
ing activities in order to identify when a type
of processing is ‘likely to result in a high risk to
the rights and freedoms of natural persons’ as per
the GDPR Article 35(1) (A29, 2017, p. 6). The
GDPR Article 35(3) models of when a process-
ing is ‘likely to result in high risks’: ‘(a) a system-
atic and extensive evaluation of personal aspects
relating to natural persons which are founded
on automated processing, including profiling,
and on which decisions are based that produce
legal effects concerning the natural person or
similarly significantly affect the natural per-
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son; (b) processing on a large scale of special
categories of data referred to in Article 9(1), or
of personal data relating to criminal convictions
and offenses referred to in Article 1013; or (¢)
a systematic monitoring of a publicly accessible
area on a large scale'. In the view of the authors,
none of mentioned applies to the case study
meaning the minimum interference with claimed
right to privacy. In such cases, the controller should
Justify and document the reasons for not carrying
out a data protection impact assessment (DPIA)
and include/record the views of the data protec-
tion officer (A29, 2017, p. 12). At the same time,
it depends on the technology used and the cir-
cumstances, perception, and culture of each user,
and can negatively affect the user's perception:
Feeling of invasion of privacy, failures in biom-
etric systems that prevent access to services,
non-biometric alternatives lacking completely or
not being suited to provide the same service, as
well as the need to perform enrolment processes
in each entity (ibid., p. 4). Since this information
is ‘built-in’, the user cannot prevent the collec-
tion of additional information (EDPS and Agen-
sia Espanola Proteccion Datos, 2020, p. 2) such
as email address in the case. The establishment
of a 'one-stop-shop procedure' for receiving
requests to access, correct, and delete data could
simplify procedures (FRA, Opinions on Biome-
trics).

4. Conclusions

According to THE FRA research, very few
lawyers are specialized in seeking to enforce
the right of access, correction, and deletion
of data stored in IT systems, making it even
more difficult for the persons concerned to exer-
cise their rights (FRA, Opinions on Biometrics).
Under the study, privacy is important when
designing facial processing systems. Reasons for
this include the contextual and often culturally
dependent concept of privacy and the difficulty
of translating privacy objectives into action-
able requirements (EDPS, 2018, p. 12). The
ENISA (European Union Agency for Network
and Information Security) has administered
a breakdown of the state of the art of how to
engineer privacy by design (ENISA, 2014).
While some privacy engineering methodolo-
gies mainly focus on the requirements phase or
the measures to implement, privacy engineering
must consider the whole life cycle of a service
or a product, from initial planning to service/
product disposal (EDPS, 2018, p. 15). Adequate
governance and management structures and pro-
cedures in the organization are then needed to
enable the overall approach (EDPS, 2018, p. 15).
Therefore, the service at the Ski Resort aligning
to the facial processing technology is justified
due to service level management as the basis for
the lawfulness of the processing under the GDPR

Article 6 (1, f) and that is not gone beyond
Article 9 (1). Consequently, the complainant's
objections are unsupported.
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OBPOBKA OB/INYY51 KOPUCTYBAYA BXI/THOT'O KBUTKA
HATIPCbKOJIUKHOMY KYPOPTI ABCTPII

Anorauis. Mema. llpescraBiena ctattsi pocaijukye cnpaBy 2020 p. 3a ¢Gaktom po3ciriayBaHHS
ABCTpIliCbKUM OPraHOM i3 3aXMCTY JIaHUX I[0/I0 BUKOPUCTAHHS TEXHOJIOTIT 06POOKY JAaHUX 00JIMYYs HA
TipCHKOJIMKHOMY KypopTi. Memoodu docaioxncenns. Y cTaTTi 3aCTOCOBAHO MiJXiI TPUKJIAJHOTO JOCITi-
JUKeHHS 3 BUBYEHHS MPAKTUKW KpaiHW — 4ieHa CBpormeiicbkoro Coio3y IOA0 PO3IJISAAY CIPAaBU PO
3aXUCT IIEPCOHATILHUX AaHuX 0cobu. Tak, HAaHO OI[HKY IIPO Te, ik B ABCTpIl 3aCTOCOBYIOThCSI CTATTI
6 (1, ) ta 9 (1) 3aranproro perymmosanns 3axucty nanux (GDPR). Pesyavmamu. 3aBasku MpoBeaeHO-
My aHaJli3y aBTOPHU MiATBEP/INIIH, 10 €BPONENHCHKI CTAHAAPTH PO 3aXUCT JAHUX MAOTh OYTH AOTPUMAHI
y pasi Oy/ib-IKoro 0OMeKeHHsI [IPaBa Ha MIPUBATHICTD, 30KpeMa Iij| Yyac 06POOKU TIePCOHATILHUX JaHKX.
30KpeMa, MPaKTUKA BXiJIHOTO KOHTPOJIO KOPUCTYBAUiB Ji(pT-KBUTKIB Ma€ BUMAraTHcs 3aKOHOM, TIOBa-
JKaTl OCHOBHI IIpaBa, BIANOBiZaTH BUSHAHMM iHTepecaMm, OyTH HeoOXiAHOW Ta npornopiiiinow. Bucto-
exu. JlOCIIJKEHHS [IEPEKOHAIOCS Y IIHHOCTI IIPUBATHOCTI 111/ Yac AusaiiHy cucteM 06poOKU 06indust
MIJIAIXOM CIIIBCTABJICHHS 3 KOHTEKCTYAJIbHUM Ta KYJBTYPHO 3YMOBJICHUM XapaKTePOM PO3YMiHHS HPH-
BAaTHOCTI, a TAKOXK BUKJIMKY afamTallii 1iieil 0OMeKeHHsT TTPUBATHOCTI 10 MPAKTHIHUX 6avenb. Bimamo-
BiJIHO, BUKOPUCTAHHSI TEXHOJIOTTT 06POOKU 00 IMYYst HA TiPCHKOJIMKHOMY KYPOPTi BBKAETHCS BUIIPAB/IA-
HUM, OCKIJIbBKU BOHO Y3TOIKYEThCS 3 YIIPABJIIHCHKUME YMOBaMU 00C/IyTOBYBAHHSI KJIIEHTIB Ta BPAXOBY€E
BuMorH, BukaazeHi y crarri 6 (1, f) GDPR, a Takox BojHOYAC PAKTHKA 3aCTOCYBAHHSI AOCTIKYBAHUX
TEXHOJIOTIi Ha TiPCbKOMMKHOMY KypopTi ABctpii He ctocyBanacs Mexi cratti 9 (1) GDPR. Otxe, aBro-
pu pobJISTh BICHOBOK, III0 CIIPABa PO 06poOKy 06IMY4st HA TiPCHKOMMKHOMY KypopTi ABCTpii ITOKa3a-
J1a, 1[0 TEXHOJIOTIO 3 PO3IIi3HABAHHS 00/ IMYYs JO3BOJIEHO BUKOPUCTOBYBATH ISt [IEPEBIPKU 0COOUCTOCTI
KOPHCTYBaya/BJaCcHUKA KBUTKA, HATPUKJIA i/l YaC CXOKEHHS Ha MiJINOMHUK, OHAK 32 YMOBU SKIIO
TaKa MPaKTHUKa He BUKOPUCTOBYE CIIEI[iaJIbHIX TEXHOJOTIYHUX METO/IB, 110 CIIPSIMOBaHi Ha JI0CSATHEHHS
METH YHIKaJIbHO i1eHTu(iKyBaTH TaKy 0cooy.

Kiouosi cioBa: ABctpilichkuil opraH i3 3axucry ganuX, inentudikaiis somuau, 36ip GoTogaHux,
3ro/a, GyH/IaMeHTaIbHe IPaBO Ha IPUBATHICTD, 3aXHICT IIEPCOHAIBHUX JAHNX.
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