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FROM SYNTHETIC REALITY TO JUDICIAL
REALITY: PROCEDURAL CHALLENGES

OF “DEEPFAKES” AND THEIR SOLUTIONS
IN THE AGE OF ARTIFICIAL INTELLIGENCE

Abstract. Purpose. The modern justice system is facing an existential challenge posed by the rapid
development of generative artificial intelligence (AI) and its ability to create hyper-realistic audio
and video materials, known as “deepfakes.” The capability to fabricate compelling yet entirely false
evidence, such as video confessions, audio recordings of conversations, or photographs from a crime scene,
undermines the fundamental principle of evidence law the reliability and authenticity of proof. This
threat is twofold. On one hand, deepfakes can be used to wrongfully accuse innocent individuals or to
help the guilty evade responsibility. On the other hand, a mirror p%enomenon arises the "Liar's Dividend,"
where a party to a proceeding can discredit entirely authentic digital evidence by baselessly claiming
it is an Al-generated forgery. This creates informational chaos, erodes trust in the evidentiary basis
and the justice system as a whole, and presents the legal community with an urgent task of developin
adequate countermeasures. The purpose of this article is to propose a comprehensive proce ura%
and evidentiary model aimed at enhancing the justice system's resilience to digital evidence manipulation,
based on an analysis of the technical, legal, and ethical aspects of the deepfake problem in litigation. This
purpose is achieved by addressing the following objectives: analyzing the limitations of existing rules for
evidence authentication; examining the relevant provisions of tze EU AI Act and their insufficiency for
resolving the problem in judicial proceedings; and formulating an innovative hypothesis for a combined
countermeasure mechanism that balances the rights of the parties and ensures access to justice.

Research methods. The methodological basis of the article comprises general scientific and special
legal methods. The formal-legal method was applied to analyze the norms of evidence law, particularly
the U.S. Federal Rules of Evidence and the EU AI Act. The comparative-legal method allowed for
the juxtaposition of regulatory approaches in different legal systems. The system-structural method was
used to develop a comprehensive countermeasure mechanism that combines procedural, evidentiary,
and financial elements. The methods of analysis and synthesis were employed to process scholarly
publications and formulate coherent conclusions.

Results. The article proves that neither traditional rules of evidence authentication nor new legislation
like the EU AT Act can fully address the problem of deepfakes in judicial proceedings. The EU Act, while
establishing important transparency obligations, relies on the good faith of content creators and fails
to counter the malicious use of deepfakes to falsify evidence. The principal outcome of the research is
the development of an original three-component model:

1) a two-tiered standard of authentication with a burden-shifting framework, which is activated only after
the challenging party provides a minimal, good-faith basis for its doubts; 2) strengthening the role of the judge as
an active "gate%{eeper of evidence" who decides the issue of authenticity at a preliminary stage; 3) implementing
a flexible mechanism for allocating the high costs of digital forensics to ensure equal access to justice.

Conclusion. The current evidentiary paradigm requires urgent adaptation.

The proposed comprehensive model, which combines evidentiary, procedural, and financial incentives,
is more effective than attempts to solve the problem solely through technology or piecemeal legislative
changes. The author proposes: 1) at the EU and national levels, to initiate the development of harmonized
procedural norms that implement the proposed model; 2) for professional legal associations, such as
the Council of Bars and Law Societies of Europe (CCBE), to develop ethical guidelines on countering
the "Liar's Dividend"; 3) for judicial training institutions, such as the European Judicial Training Network
(}];ZJTN), fto introduce specialized training for judges and prosecutors on handling digital evidence in
the age of AL

ngy words: deepfakes, artificial intelligence, evidence authentication, admissibility of evidence, Liar's
Dividend, EU AT Act, judicial proof.
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1. Introduction

The Fourth Industrial Revolution, unfolding
before our eyes, has brought not only technolog-
ical progress but also new, previously unimagina-
ble threats to fundamental societal institutions.
One of the most vulnerable has been the institu-
tion of justice, the foundation of which is trust
in facts and evidence. The emergence and rapid
proliferation of generative artificial intelligence
(Al) and, in particular, "deepfake"” technology,
have heralded a new era where the line between
reality and its synthetic imitation is becoming
increasingly blurred (Vig, 2024). The ability
of Al to generate photos, audio, and video that
are virtually indistinguishable from real ones cre-
ates a perfect tool for manipulation and falsifica-
tion in judicial proceedings.

The problem is not limited to the risk of fab-
ricated evidence appearing in a case file. Equally
dangerous is the reverse effect, aptly termed
by scholars as the "Liar's Dividen". This term
describes a situation where the very existence
of deepfake technology allows unscrupulous
litigants to cast doubt on any genuine digital
evidence by baselessly claiming it is artificial
(Citron & Chesney, 2019). As a result, judges
and juries find themselves in a state of profound
uncertainty, which can lead to a "reverse CSI
effect” a total skepticism towards all digital
evidence, undermining trust in the justice sys-
tem itself. This dual challenge presents legal
science and practice with the important task
of developing a new evidentiary paradigm capa-
ble of adapting to the realities of the digital age
and protecting the truth-finding process from
manipulation.

2. Analysis of Recent Research and Pub-
lications

The issue of deepfakes' impact on the judi-
ciary is actively discussed in foreign, predomi-
nantly American, legal doctrine. Researchers
have broadly divided into two camps.

Proponents of the first, such as Riana Pfef-
ferkorn, believe that existing procedural norms,
particularly the U.S. Federal Rules of Evidence
(FRE), are flexible enough to counter new
threats. They emphasize that the combination
of authentication rules (FRE 901), judicial
oversight (FRE 104, 403), and the adversarial
process (cross-examination, expert witnesses)
creates a sufficient filter (Pfefferkorn, 2021).

In contrast, another group of scholars,
including Jim Hilbert, argues that the unique
nature of deepfakes, which perfectly imitate real-
ity, requires the creation of new, specialized rules.

Their proposals range from raising the stand-
ard of proof for authentication to transferring
the authority to determine authenticity from
the jury to the judge (Sohrawardi & others,
2020; Hilbert, 2019).
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Of particular note is the so-called “Deepfake
Defence”, which poses a serious ethical and evi-
dentiary dilemma for judges (Dixon, 2024).

Rebecca Delfino's work deserves special
mention, as he focuses on the problem of access
to justice, arguing that the high cost of digital
forensics creates a "pay-to-play” system, where
only wealthy parties can afford to effectively
prove or disprove the authenticity of evidence
(Delfino, 2024).

At the same time, despite the depth of analy-
sis of individual aspects, the problem of creating
a comprehensive mechanism that would simul-
taneously counter the direct use of deepfakes,
the abuse of the "Liar's Dividend," and the prob-
lem of unequal access to justice remains unre-
solved. Furthermore, most research focuses
on the U.S. legal system, while the analysis
of the latest European legislation, particularly
the EU AI Act, and its relationship with evi-
dence law remains fragmented. This article is
dedicated to addressing this complex problem
and filling the indicated gap.

3. Purpose and Objectives of the Scientific
Research

The purpose of this research is to develop
and substantiate a comprehensive procedural
and evidentiary model aimed at neutralizing
the threats posed by "deepfakes” and AI-gener-
ated disinformation to the justice system.

To achieve this purpose, the following objec-
tives were set:

1. To analyze the technical nature of deep-
fakes and identify the key challenges they pose
to traditional methods of evidence authentica-
tion.

2. To examine existing legal norms
and judicial practice (using the U.S. as an exam-
ple regarding the handling of challenged digital
evidence and to identify their weaknesses.

3. To analyze the provisions of the EU Arti-
ficial Intelligence Act concerning deepfakes
and determine the limits of its applicability in
the context of judicial proof.

4. To formulate and substantiate an inno-
vative three-component model of procedural
response that combines evidentiary, procedural,
and financial elements.

5. To develop specific recommendations for
European and national legislators, professional
legal associations, and judicial training institutions
on the implementation of the proposed model.

4. Scientific Methods Used

The methodological basis of the research
consists of a system of philosophical-worldview,
general scientific, and special legal methods
of cognition. The dialectical method allowed
for the examination of the deepfake problem in
its development and the interconnection of its
technical, legal, and ethical aspects. The for-
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mal-legal method was used to analyze the con-
tent of legal norms, particularly the U.S. Federal
Rules of Evidence and the EU AT Act. The com-
parative-legal method was useful in contrasting
regulatory approaches and judicial practices
in different jurisdictions. The system-struc-
tural method formed the basis for developing
a holistic model for countering deepfakes, con-
sisting of interconnected elements. The meth-
ods of analysis and synthesis were employed
to process scholarly sources, identify key ideas,
and generalize them in the conclusions and pro-
posals.

5. Presentation of the Main Research
Material

The essence of the technical challenge lies
in the continuous improvement of the genera-
tive adversarial networks (GANs) underlying
deepfakes. Each new iteration of the algorithms
learns from the mistakes of the previous ones,
making passive detection methods (searching
for visual artifacts, anomalies) increasingly
unreliable. This creates a situation of a con-
stant "arms race,” where the legal system, being
inherently more inert, risks always being one
step behind the technologies of falsification.

For the law, this means that relying solely
on an expert's technical opinion regarding
the authenticity of a recording becomes dan-
gerous. If today an expert can detect a for-
gery by a barely noticeable flicker of the skin
around the eyes, tomorrow a new algorithm will
learn to imitate this aspect as well. Therefore,
the legal response should focus not on finding
a silver bullet" in the form of a perfect detector,
but on creating a robust procedural framework
that can withstand the pressure of technological
uncertainty. This procedure must ask the right
questions: not only "Is this recording a fake?"
but also "What is the origin of this file?", "Is
there an unbroken chain of its custody?",
"What motives and opportunities did the party
presenting it have to alter it?".

The EU Artificial Intelligence Act is a revo-
lutionary step in regulating technology, but its
architecture is primarily aimed at market regu-
lation and consumer protection, not the reform
of evidence law (European Parliament, 2024).
The key provision, Article 50, which requires
the labeling of deepfakes, is based on a presump-
tion of good faith. It is effective against prank-
sters, marketers, or even some media outlets,
but it is completely powerless against a person
who purposely creates false evidence for use in
a criminal proceeding to evade punishment for
aserious crime. Such a malicious actor will never
voluntarily label their creation as a deepfake.

The classification of Al systems for justice
as "high-risk" is also an important but insuffi-
cient step. It regulates the use of Al by judicial

authorities (e.g., for case analysis), but it does
not address the situation where Al-generated
content enters the process from the outside, as
evidence from one of the parties.

Thus, the Act creates an important foundation
but leaves a critical gap concerning the adversarial
process of proving authenticity. This gap must be
filled by special procedural rules.

To fill this gap and create an effective coun-
termeasure system, a three-component model
is proposed, which should be implemented
through harmonized legislation.

The need to combine technological and legal
approaches for the authentication of evidence is
a central thesis of modern research (Goldstein
& Lohn, 2024).

Component 1: A Two-Tiered Standard
of Authentication with a Burden-Shifting Frame-
work.

This mechanism is designed to strike a bal-
ance between preventing forgeries and protect-
ing against baseless accusations of fakery.

First Tier (Basic Authentication): The party
submitting digital evidence (video, audio) per-
forms the standard authentication procedure.
This could be the testimony of the person who
made the recording or another person who can
confirm that the recording is a fair and accurate
representation of the events. At this stage, a pre-
sumption of authenticity applies.

— Activation of the Second Tier: The
opposing party may challenge the evidence,
claiming it is a deepfake. However, to pre-
vent the abuse of the "Liar's Dividend", a sim-
ple assertion is insufficient. The challenging
party is required to provide the court with
a minimal, "good faith" evidentiary basis for
its doubts. This does not require a full expert
report but must be more than a mere allegation.
Examples of such a basis could include:

— A preliminary report from a technical spe-
cialist pointing to specific visual or audio anom-
alies.

— Evidence of an alibi for the person depicted
in the video, making their presence at the speci-
fied time and place highly improbable.

— An indication that the file shows signs
of editing, has inconsistent metadata, or has
breaks in the chain of custody.

— Second Tier (Heightened Authenti-
cation): Only after the court finds that such
a good-faith basis exists does the burden
of proving authenticity shift to the party that
submitted the evidence. However, the standard
of proof is now significantly higher. The party
must not only provide a witness but also likely
engage an expert to confirm the file's integrity
and provide evidence of an unbroken chain
of custody from the moment of its creation to its
submission in court.
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Component 2: Strengthening the Judge's Role
as an Active "Gatekeeper of Evidence".

The question of the authenticity of chal-
lenged digital evidence, given its technical com-
plexity and potential to confuse the jury, should
be decided exclusively by the judge in a prelimi-
nary hearing. This will allow for the filtering out
of baseless claims and prevent evidence of ques-
tionable authenticity from being considered by
the jury. The judge must be given clear author-
ity to assess not only the evifence itself but also
the reliability of the methods and technologies
used by experts for its analysis, guided by crite-
ria of scientific validity.

Component 3: A Flexible Mechanism for Allo-
cating the Costs of Expertise.

Digital forensic expertise is extremely
expensive, creating significant inequality
between parties with different financial capa-
bilities. To ensure genuine access to justice,
courts must be empowered to flexibly allocate
the costs of such expertise. Instead of automat-
ically imposing the costs on the losing party or
the party that initiated the expert examination,
the court should consider a range of factors:

— The financial situation of the parties.

— The reasonableness of the claim of forgery.

— The outcome of the authenticity determi-
nation.

For example, if a party's claim that a piece
of evidence is a deepfake proves to be justified,
the court may impose the costs of the expertise
on the opposing party, which attempted to mis-
lead the court. Conversely, if the claim is found
to be baseless and shows signs of abuse of rights,
all related costs are imposed on the initiator
of such a claim. This will create a powerful eco-
nomic incentive for the parties to act in good
faith.

6. Conclusions

This research concludes that the threat
posed by "deepfakes" to the justice system is sys-
temic and therefore requires an equally systemic
response. Piecemeal technological solutions or
minor legislative changes cannot fully solve
the problem. Only a comprehensive approach
that combines procedural rules, evidentiary
standards, and economic incentives can create
a resilient and adaptive justice system.

The proposed three-component model
(a two-tiered standard of authentication,
an enhanced role for the judge, and flexible cost
allocation) constitutes such a comprehensive
solution. It is aimed not at a complete ban or
ignorance of digital evidence but at creating
areliable procedure for its verification that pro-
tects against both forgeries and baseless accu-
sations, while ensuring equal access to justice.

Prospects for further research in this area
are multifaceted. First, empirical research is
needed to examine the impact of deepfakes
and the "Liar's Dividend" on how professional
judges and juries in different jurisdictions per-
ceive and evaluate evidence. Second, it is essen-
tial to develop specific methodological recom-
mendations and training programs for judges,
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prosecutors, and lawyers based on the proposed
model. Third, an important area is the fur-
ther analysis of international cooperation in
the exchange and mutual recognition of dig-
ital evidence, particularly in a context where
the risk of forgery is transnational. Finally,
the development of authentication technolo-
gies, such as standardized digital watermarks
and blockchain systems for recording prove-
nance, requires constant legal monitoring for
their poss(i]ble integration into evidence law.
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BIJI CUHTETUYHOI PEAJIBHOCTI /10 CY/1OBOI AIIICHOCTI: )
[TPOLIECYAJIbHI BUKJIMKU «[JINBUHHUX OENKIB»> TA HIJISAXU IX
BUPIIIEHHS B ENOXY IITYYHOI'O IHTEJEKTY

Anoranisa. CyyacHa cucteMa npaBocyjyisl 3iTKHYJIAC 3 eK3UCTEHI[IHUM BUKJIMKOM, 3yMOBJIEHUM CTPiM-
KHUM PO3BUTKOM rerepariBHoro mrrydnoro intesekty (1H1) Ta itoro sparwicTio cTBOpioBaTH rireppeasicTuaHi
ayjiio- Ta Bimeomarepiand, Bigomi sk «rmbunHi (eiikny> (deepfakes). Mosxiusictb cpabpuKyBaTi IepeKkoH-
JIVIBI, TIPOTE I[JIKOM HETIPAB/MBI JI0Ka3H, TaKi SIK Bijleo 3i3HAHH, ayio3anucyt po3MoB un hotorpadii 3 mictis
3JIOYMHY, pyITHY€E yHIAMEHTATbHAI TPUHIIUTT IOKA30BOTO TIPaBa - I0CTOBIPHICTH TA aBTEHTUYHICTH [0KA3iB.
1151 3arposa € noBiiiHoM0. 3 01HOro GOKY, Aineiiku MoKy Th GyTH BUKOPUCTaHI 1151 Ge31TiICTaBHOrO OOBHHYBa-
YeHHsT HEBUHHIX 0CI0 a00 [1JIs1 YHUKHEHHS! BIIOBIZIAIbHOCTI BAHHUML. 3 IHIIOTO GOKY, BUHUKAE [[3€PKAJIbHUIT
theromen — «auBinenn 6pexynar (Liar's Dividend), ko cTopona mporiecy Moske AUCKPEIUTYBATH TIIKOM
aBTenTHYHi 1MQPOBI 10Ka3w, GE3MiACTABHO 3agBAAIONH, O BOHM TMiApoOKoio, cteopenoio 1111 Tle crBoproe
iropMartiiitmii xaoc, MapuBae A0BIpPY 0 I0Ka30BOI Gash Ta CHCTEMH MPABOCY/IA 3arajioM, CTaBJISYH TIepe]]
IOPHIAYHOIO CITJTBHOTOIO HATAJIbHE 3aBIIAHHS 3 PO3POOKH aleKBATHIX MEXaHi3MiB TPOTHIIL.

Mema ui€i crarti noJisirac B ToMy, 1100 Ha OCHOBI aHaJI3y TEXHIYHKX, IIPABOBKX Ta €THYHUX ACIEK-
TiB TpobaeMHu AiNpeiKiB y CyI0UMHCTBI 3aIPOIIOHYBAaTH KOMILIEKCHY TIPOIECYaIbHO-I0Ka30By MOJE/Ib,
CTIPSIMOBAHY Ha TTBUIIEHHS CTIIKOCTI CUCTEMU MTPABOCYAMS /10 MAHITTYJIAMIHN 13 T POBUMI TOKa3aMU.
Merta focsiraeTbest uepes BUPILICHHS 3aBlaHb: aHai3 0OMEKEHOCT] ICHYIOUNX IPaBUJl aBTeHTH(IKALLT
JIOKa3iB; I0C/I/PKEHHA pesieBaHTHUX 1os10keHb AkTy €C 11po mITyuHMI iHTEeJIeKT Ta IX He/lOCTaTHOCTI /115t
BUPILIEHHS IPOOJIEMH B CYA0BOMY TIPOLECT; (POPMYTIOBAHHS IHHOBALIHOI MIIOTe3H 1040 KOMOIHOBaHO-
o MeXaHi3My IPOTULi, sIkuii 30aIaHCOBYE TIpaBa CTOPIH Ta 3a0€31eUye JOCTYII 10 TPABOCY IS

Memoou. MeToz10J10T14Hy OCHOBY CTaTTi CKJIajli 3araibHOHAYKOBI Ta crieriaibHo-iopundti metoan. Dop-
MaJIbHO-TOPUIMYHII METOJI 3ACTOCOBAHO [UIST aHAJTI3Y HOPM JI0KA30BOTO MpaBa, 30kpeMa DeiepasibHIX MPaBILT
nokazyBanHs CIHA ta Akry €C npo 11 TTopiBHSIBHO-TIPABOBHIT METO/| JI03BOJIMB 3iCTABUTH THAXOIM IO
PeryJIoBaHHsI B PI3HUX MPABOBKX cucteMaX. CUCTEMHO-CTPYKTYPHUIT METOJl BAKOPUCTAHO JIst PO3POOKU KOMII-
JIEKCHOTO MeXaHi3My TIPOTHJIii, 110 TIOE/IHYE MPOTIeCyalbHi, T0Ka30Bi Ta dhinaHcoBi eseMenTH. MeTozn anasmisy
Ta CUHTE3Y 3aCTOCOBYBAJINC JIJIs1 ONPALIFOBAHHS HAYKOBUX 11y OJIiKalliil Ta (popMyBaHHsI IIIICHIX BUCHOBKIB.

Pezynvmamu. Y ctatti j0BejieHO, 110 aHi TPaAuUIliliHi npaBusia aBTeHTUdiKaIlii [0Ka3iB, aHi HOBe
3aKOHO/IABCTBO, SIK-OT

Axr €C nipo 1111, He 3aTHI TOBHOIO MipOI0 BUPIITUTH POGIeMY in(elKiB y cyIoBoMy mporeci. AKT
€C, X0 i BCTAHOBJIIOE BaKJINBI 30008 sI3aHHSI I[OJI0 [IPO30POCTI, MOKJIANAETHCS Ha T0OPOCOBICHICTD TBOP-
I[iB KOHTEHTY i He MPOTHU/IIE€ 3I0BMICHOMY BUKOPHCTAHHIO iH(eNKiB /1715 harbcudikarii 10Kasis.

OCHOBHUI Pe3yJIbTaT HOCHIJKEHHSI MOJsIrae y po3pollli aBTOPCHKOI TPUKOMIIOHEHTHOI MOJIEJIi:
1) nmBopiBHEBMIT cTanzapT aBTeHTU(IKAIT 3 MEXaHI3MOM TIePeKJIAIaHHs TSITapst T0BeIeHHs, 0 aKTHBY-
€ThCsT JIHIIE TICJIsT HAJAHHSI CTOPOHOIO-OMOHEHTOM MiHIMAIBHOTO I06POCOBICHOTO OOIPYHTYBAHHS CBOIX
CYMHIBIB; 2) TIOCHJICHHS POJIi CY//Ii IK aKTUBHOTO <«OXOPOHIIS JI0KA3iB», IKUIl BUPIly€ TUTAHHS aBTEH-
TUYHOCTI Ha JIOCYZIOBOMY €Talli; 3) BIPOBA/PKEHHS THYYKOTO MEXaHi3My PO3IIO/IiJIy BUCOKUX BUTPAT HA
1 poBy eKkcrepTrHay st 3abe3nedeH st PIBHOTO JOCTYILY [0 MTPABOCY IS

Bucnosexu. CyuacHa 10ka30Ba napajurmMa norpedye tepMiHOBOI ajanTailil. 3anponoHoBaHa KOMII-
JIEKCHA MOJIEJIb, IO MOEAHYE J0Ka30Bi, TIpoIiecyabhi Ta (hiHaHCOBI CTUMYJIH, € Giibll eheKTUBHOIO, HijK
crpobu BUPIUTH PoGJIeMy BUKJIIOUHO Yepe3 TeXHOJOTII YM TOYKOBI 3MiHM [0 3aKOHOAABCTBA. ABTO-
pom npononyerhest: 1) Ha piBhi €C Ta HallOHAIBHUX OPUCAUKIIIET PO3MOUYATH PO3POOKY rapMOHiZ0Ba-
HUX TIPOLECYAIbHUX HOPM, 1[0 IMIIIEMEHTYIOTH 3aIIPOIIOHOBAHY MOJIEID; 2) TPOdeciitHiM I0pHIMYHIM
00 eIHaHHAM, TaKnuM sIK Pajia afBokaTcbkux Ta npasHnunx ropapucts €spornu (CCBE), pospoburtu eTny-
Hi HACTAHOBH IOJI0 TIPOTHIT «AMBiIeHy OpexyHar; 3) Cy/0BUM HABYAIBHIM 3aKJIajlaM, TAKMM sIK €BPO-
neiicbka Mepeska migrorosku cyanis (EJTN), BiupoBagutu crerianizoBami TpeHinry st CyIiB Ta 1mpo-
KYPOPIB 110710 po6oTH 3 mrdpoBnumMi fokasamn B ermoxy 1.

Kiouosi ciioBa: rubui eliku, mTyuHuil iHTeNeKT, aBTeHTU(IKALLst J0Ka31B, I0IyCTUMICTh JI0Ka-
3iB, nuBinenn 6pexyna, Akt €C npo 111, cygoBe nokasyBaHH.
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